Final Examination
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T. Ferguson June 10, 2010

1. (a) State the Borel-Cantelli Lemma and its converse.

(b) Let X1, Xo,... be i.i.d. from a distribution with density, f(z) = 2=+ on the
interval (1, 00). For what value of 6 is it true that (1/n)X,, = 0.

2. Let X1, Xo,... be independent random variables with X} having the distribution
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(a) Let S, = >_p_; Xi. Find E(S,,) and Var(S,). Note that Var(S,) ~ 2y/n.
(b) Check that the UAN condition holds.

(c¢) Show whether or not (S, — E(S,))/+/Var(S,) converges in law to the standard
normal distribution by checking the Lindeberg condition.

3. Suppose we are given n independent trials resulting in ¢ possible cells, each trial
having probability p; of falling in cell ¢, for : = 1,...,c. Let n; denote the number of trials
falling in cell .

(a) What is Pearson’s chi-square for testing the hypothesis that the true probabilities
are p; fori =1,...,c?

(b) Find the transformed chi-square with the transformation, g(p) = log(p) applied
to each cell. Find the modified transformed chi-square.

(c) What is the approximate large sample distribution of the modified transformed
chi-square if the true cell probabilities are pQ for i =1,...,¢c?

4. In sampling from a population of N objects having values z1, 23, ..., 2N, first a
sample of size n < N/2 is taken without replacement. Later a second sample of size n is
taken from the remaining N —n objects without replacement. The difference of the means
of the two samples is used to compare the samples. This leads to a rank statistic of the
form Sy = Zjlv zja(Rj), where a(i) =1fori=1,...,n,a(i) = —-1fori=n+1,...,2n,
and a(i) =0fori=2n+1,...,N.

(a) What are the mean and the variance of Sy?

(b) Assume that n — oo as N — oo. Under what condition on the z; is it true that

(Sy — ESn)/v/Var(Sy) - N(0,1)?



5. (a) Give the definition of the Kullback-Leibler Information number, K( fo, f1).
(b) What is the Information Inequality?

(c) Suppose fo(x) is the density of the binomial distribution, B(n,1/2) (with sample
size n and probability of success 1/2), and f1(z) is the density of the binomial distribution,
B(n,3/4). Find K (fo, f1) and check that the inequality holds.

6. Let (X1,Y1),...,(Xn,Y,) be a sample from a bivariate distribution with density
f(x,ylp, 0) = 0% pxexp{—0x(1 + py)} for x > 0 and y > 0,

where p > 0 and 6 > 0 are parameters.
(a) Find the maximum likelihood estimates of y and 6.
(b) Find the Fisher Information matrix for this distribution.

(c) What is the asymptotic distribution of the MLE of 1 when 6 is unknown? What
is the asymptotic distribution of the MLE of p when 6 is known?

7. Let X1,...,X, be a sample from the Poisson distribution P(A), let Y1,...,Y, be a
sample from a Poisson distribution, P(A+ 1), let Z1, ..., Z, be a sample from the Poisson
distribution, P(\ + (2), with all three parameters, A, 31, (2, unknown. Assume that all
three samples are independent.

(a) Find the likelihood ratio test statistic for testing the hypothesis Hy : 51 = .

(b) What function of the likelihood ratio test statistic has asymptotically a chi-square
distribution, and how many degrees of freedom does it have in this case?

8. A sample of size n is taken in a multinomial experiment with ¢? cells denoted (i, 5),
i=1,...,cand j =1,...,c. Let p;; denote the probability of cell (i, j), and let n;; denote
the number falling in cell (4, ), so that > > p;; =1 and > > n;; =n.

(a) Let H denote the hypothesis of symmetry, that p;; = p;; for all ¢ and j. Find the
chi-square test of H against all alternatives? How many degrees of freedom does it have?

(b) Let Hy denote the hypothesis that all off-diagonal elements are equal: p;; = ¢ for
all i # j, for some g. Note that under Hy, p11 +p22 + ... + pec + c(c — 1)g = 1. Find the
chi-square test of Hy against all alternatives. How many degrees of freedom?

(c) What, then, is the chi-square test of Hy against H, and how many degrees of
freedom does it have?



Solutions to the Final Examination, Stat 200C, Spring 2010.

1. (a) If Ay, Ay, ... are events such that )2, P(A;) < oo, then P(4, i.0.) = 0.
Conversely, if the A; are independent events, and Z — 1 P(A;) = oo, then P(4,, i.0.) = 1.

(b) Let € be an arbitrary positive number. Then (1/n)X,, <% 0 if, and only if,
P((1/n)X, >¢€ i.0.)=0. Since

Z (1/n)X, >e:2 (Xpn >ne) =Y _1/(ne)’

if, and only if, & > 1, we have (1/n)X,, <% 0 if, and only if, § > 1.

2. (a) E(X}) = 0 and Var(X3) = 1/vk. So E(S,) = 0 and B2 = Var(S,) =
ST1/VE~ [['(1/z)dz ~ 2¢/n.

(b) maxi<;<n 1/v/4 = 1, so [max; Var(X;)]/B2 ~ 1/2\/n — 0.

(c) Since | X;| <1 for all j,
QZE (XZ?1(X? > € B2)) )< 55 Z 21(1 > €2B2)) =1(1 > €2/2y/n) = 0

n =1

for n sufficiently large. So, Sp/Bn —— N(0,1), or S,,/n'/* 5 N(0,1/2)

=1 bi

(b) x7 = n "5, pj(log(n;/n)—log(p;))* and X7, = >_5_; nj(log(n;/n)—log(p;))*.
(c)The limiting distribution is noncentral x2_;(\), with ¢ — 1 degrees of freedom and
noncentrality parameter A =n %, p) (log(p)) — log(py))>.

4. (a) Since ay = 0, we have ESy = 0. The variance of Sy is (N?/(N — 1))o?
and since 02 = (1/N) Zjlv a(i)? = 2n/N, we have Var(Sy) = (2nN/(N — 1))o2.

(b) For asymptotic normality of Sy, we need
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We have max;(a(j) —an)? = 1, and 02 = 2n/N. Then the above condition becomes

max; (Zj — ZN)Q
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5. (a,) K(f(),fl) = Eol g fl(X)’

the density of X.

where Eg represents the expectation when fo(z) is



(b) K(fo, f1) > 0, with equality if, and only if, fo(z) and fi(x) are the same distri-
bution.

(¢) fo(z) = (7)(1/2)" and fi(x) = (})(3/4)"(1/4)"~, so fo(x)/f1(zx) = 2"/3". So
K(fo,f1) = Eo(nlog2 — X'log3) = nlog2 — (n/2)log3 = (n/2)[log4 — log3]. This is
obviously positive.

6. (a) £,(0, 1) =2nlogh +nlogp+ > | logz;, — 0 21 xz(l + 1yi)-
0, /00 = (2n/0) — > T 2 (1+ py;) =0 implies 2 =0z +Opzy  and
Oy /Op = (n/p) — 03 ] x;y; = 0 implies — fpzy. Solving these equations gives
0 =1/X, and i = X,,/XY,, where XY,, = (1/n)21 X.Yi.

(b) W(x,0, 1) = ((2/0) — x(1 + py), (1/p1) — Oxy), which shows that F(XY) = 1/ub,
so that
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(c) Since Det(Z) = 1/u?6?, we have E(XY) = 1/uf, so that
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Z(O, )~ = p0 (_1//“9 202 ) =\ o 22 ) So when 6 is unknown, /n(ji

1) LN (0,22). When @ is known, the asymptotic variance of the MLE is the reciprocal
of the lower right corner of the information matrix, namely u2. So /n(ji—pu) £, N(0, p?).
(Here, the MLE of p is i = 1/(0XY,,).)

7. (a) The log-likelihood function is ¢, = log Ly, (A, B1,02) = —(3A + (1 + B2)n +
log(A) > X;+log(A+51)) > Yi+log(A+52) > Z; plus a term not involving the parameters.
The likelihood equations are

% =3n+ A X+ A+8)TD Vit (A +8)7 > 7
% =-—n+A+051)" ZY
% =-—n+(A+52)” Z Z;
The maximum likelihood estimates are A = X,, f1 = Yn — Xn, and (2 = Z n— Xp. In

a similar way, the MLE’s under Hy are A = X,,, and 31 = 2 = (Yo + Z, )/2 — X,,. The
likelihood ratio test rejects Hy for small values of

Ln(X, B, Ba) (Y + Zn)/g)n(Yn+En)
Ln(jhﬁlvﬁQ) VnYnZnZ"

(b) —2log A has asymptotically a chi-square distribution with 1 degree of freedom.
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8. (a) Under H, the maximum likelihood estimates of the p;; are p;; = n;;/n and for
i # J, pij = (nij +nj;)/2n. There are (c—1) + (¢ —2) +---+ 1 = ¢(c — 1)/2 restrictions
going from the general hypothesis to H. So the chi-square test of H rejects H if x*(p)
is greater than the appropriate cutoff point for a chi-square distribution with ¢(c¢ — 1)/2
degrees of freedom.

(b) Under Hp, the likelihood is proportional to [H?le?jj l¢™, where m = n —
25:1 nj;. So the maximum likelihood estimates are

pjj = (nji/n)  and  G=[1- pj;]/(c(c—1)).

There are ¢ parameters estimated so the chi-square test of Hy rejects Hy if x2(p) is greater
than the appropriate cutoff point for a chi-square distribution with (¢?—1)—c=c?—c—1
degrees of freedom.

(c) The chi-square test of Hy within H, rejects Hy if x%(p) — x2(p) is greater than
the appropriate cutoff point for a chi-square distribution with ¢ —c—1 — (¢(c — 1)/2) =
(c(c —1)/2) — 1 degrees of freedom.



