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Solutions to Exercise Set 3.

5.5. (a) From the electronic distribution function calculators, we find P(X ≤ 10) =
.58304.

(b) P(X ≤ 10) = P(X ≤ 10.5) (the correction for continuity). When λ = 10,
EX = 10 and VarX = 10. So if Z = (X − 10)/

√
10, then P(X ≤ 10.5) = P(Z ≤ z)

where z = (10.5 − 10)/
√

10 = .15811. From the normal distribution tables, we find
P(Z ≤ z) ≈ .56282.

(c) For X ∈ P(λ), we find EX = λ, VarX = λ, E(X − λ)3 = λ, and E(X − λ)4 =
3λ2 + λ. Hence β1 = 1/

√
λ and β2 = 1/λ. The first Edgeworth correction term is

−β1(z2 − 1)ϕ(z)/6 = .02025, so the corresponding estimate of the probability is .56282 +
.02025 = .58307, amazingly close!

(d) The second Edgeworth correction term is −ϕ(z)[3β2(z3 − 3z) + β2
1(z5 − 10z3 +

15z)]/72 = −.00052, so the corresponding estimate of the probability is .58307− .00052 =
.58255.

5.6. (a) We use the Cramér-Wold device of Exercise 3.2 of the text. Let Vn =
c1Sn + c2Tn =

∑n
j=1(c1anj + c2bnj)Xj . We show Vn is asymptotically normal using the

Lindeberg-Feller Theorem with Xnj = (c1anj+c2bnj)Xj . We have EVn = 0 since EXnj = 0
and B2
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since B2
n is bounded and maxi≤n(c1ani + c2bni)2 → 0. Thus Vn/Bn

L−→ N (0, 1). This

implies Vn = c1Sn + c2Tn
L−→ N (0, cT Σc), where c = (c1, c2)T and Σ =

(
1 ρ
ρ 1

)
. Then

by the Cramér-Wold device, (Sn, Tn) L−→ N ((0, 0),Σ).
(b) Let Sn =

∑n
j=1(1/

√
n)Xj and Tn =

∑n
j=1(j/Bn)Xj , where B2

n =
∑n

1 j2 =
n(n+1)(2n+1)/6. Then ρn =

∑n
j=1(1/

√
n)(j/Bn) →

√
3/2 = ρ. Also, maxj(1/

√
n)2 → 0

and maxj≤n j2/B2
n → 0 so the conditions are satisfied. We conclude
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6.3. Write Tn =
√

n(Xn + YnZn − µx − µyµz) =
√

n(Xn − µx) + Zn
√

n(Yn − µy) +

µy
√

n(Zn − µz). Then since Zn
P−→ µz, we have by Slutsky’s Theorem

Tn
L−→ U + µzV + µyW ∈ N (0, σ2)

where σ2 = σ2
x + 2µzσxy + µ2

zσ
2
y + 2µyσxz + 2µyµzσyz + µ2

yσ2
z .


