Solution to Exercises 6.3.3 through 6.3.5.

6.3.3. (a) The joint density of Y7,...,Y;_1 under H; for i # 0 is given by (6.22). Let Z; = |Y1|, Z2 =
YosgnYy, ..., Zr_1 = Yip_1sgnY;. This is a two-to-one map and the density of Zy,...,Zr_1 is given for
z1 >0 by

fZ17~~~,Zk—1 (Zla SERE} Zk—l) = fY17~~~7Yk—1 (Zla SERE} Zk—l) + fY17~~~7Yk—1 (_Zla SERE} _Zk—l)
1 ko A*k-1) _ _
= W eXp{—§sz - T}[exp{A(zi —Z)} +exp{—A(z; — 2)}]

where s = (1/k) Zlf(zj —z) and 2z = 0.
(b) The term in square brackets is just 2cosh(A(z; — z)) and since cosh(z) is symmetric in x, the
density of the Z’s depends only on |A| = Ag > 0. Since it is increasing on [0, c0), we have

»(0z) =1 if max|z; — Z| > ¢
J

and ¢(0]x) = 0 otherwise. But since |z; — zZ| = |z; — Z| for all ¢, we have

0 otherwise
and .
(i|z) = {1 if |z; — Z| = max; |z; — & > ¢
0 otherwise

where ¢ is chosen so that P(accept Ho|Hp) = 1 — . This test is best out of the invariant rules satisfying
(a) and (b) of Theorem 1 and does not depend on Ay.

6.3.4. (a) The joint distribution of Xi,..., X} under H; has density

. 1 zi(A—1)
fX17~~~7Xk(x1a"'7$k|Z) = WGXP{ ZJ?]} HJ?] _eXp{T}
where all x; > 0. We make the change of variable Z; = X; /X, for j =1,...,k—1 and Y = X}, and
we let Z;, be a dummy variable equal to 1. The inverse transformation is X; =Y Z; for j =1,...,k with

Jacobian y*~!. The joint density of Z1,..., Zr_1,Y is

(A — _
fz1 iz v (21, 2pm1, y0) = WGXP{_% Zz]}(H Zj)a—l . %exp %%}ylm 1

Integrating out y over (0,00), we find the joint density of the maximal invariant to be

—1
fZ17~~~7Zk—1(Zl)" )y Rk— 1| HZJ O( 1 ZZ] )) her

for all z; > 0.
(b) Out of the class of invariant rules satisfying conditions (a) and (b) of Theorem 1, the rule of (6.18)
and (6.19) with X7, ..., X} replaced by Z1, ..., Zx, maximizes the common value of P(accept H;|H;). Here,

V = maX

fZ 2 > ; —ka
AR ] - ) - 1
e 1( - : 1|Z> max (1 — 721()\ )> >c
fzh Lk 1(21,---,Zk_1|0) ? E Zj)\

if and only if max;(z;/ > z;) > ¢ for some ¢’. Replacing z; by z; and letting M = max; x;/ Y x;, we find

the optimal rule to be
1 ifM<d
Olx) = { =
¢(0lz) 0 otherwise



and . /

0 otherwise.
where ¢’ is chosen so that condition (a) is satisfied. This rule is independent of A provided A > 1.

6.3.5. Assume that A is known and A > 0. The hypotheses are all simple and the invariant priors are
of the form 7,(Hy) = 1 — pk(k —1)/2, and 7,(H}p,;) = p for some 0 < p < 2/(k(k —1)). Under Hy, the
density of the observations is Hlf o(z;) where ¢(z) is the density of N(0,1). Under Hj;, this density is
(ITs o(e)) (plan — &) folan) (ol — A) /(). The ratio o(x — A) /() is equal to exp{Az — AZ/2).
Assuming zero/one loss, the Bayes rule reduces to the following.

0 otherwise

$(0]z) = { 1 if exp{M — A%} < (1/p) — (k(k —1)/2)

and
o(h.ilz) = { 1 i exp{A (o +2:) — A%} = exp{M — A%} > (1/p) — (k(k — 1)/2)

0 otherwise
where M = maxy»; A(z, + x;). As in the proof of Theorem 1, we may replace the property of Bayesian

optimality by Neyman-Pearson type optimality. Assume that A > 0 and let M’ = maxpz;(zp + x;). Out
of all rules satisfying (a) P(accept Ho|Ho) > 1 —«, and (b) P(accept Hy ;|Hy ;) is independent of h and 1,

the rule,
1 ifM <c
0lz) = { <
$(0lz) 0 otherwise

and ) ,
Olhyile) = {10t m) = M= e
0 otherwise
where ¢ is chosen so that P(accept Ho|Hp) = 1 — o, maximizes the common value of P(accept Hy, ;|Hp, ;)
subject to (a) and (b). This rule is independent of A provided A > 0.



