Solutions to Exercises 5.10.1 through 5.10.6.

5.10.1. Let x€ E,., 0 € E, ¢y >0,and ¥ > 0.

(a) If. Putting a = X~ !(x—0) into the right side gives ((x—0)TX " 1(x—0))? < co(x—0)TL 1 (x—6).
If (x—0)T¥ " (x —6) # 0, then this may be cancelled from both sides, resulting in the desired inequality.
If (x—60)TY"1(x—0) =0, the desired inequality is obviously true.
Only if. By Schwartz inequality, (a”(x —6))? = ((a”¥1/2)(X"2(x - 0))? < (aTXa)((x - )L 1 (x —0)).
Hence, (a’(x —0))? < co(a’Ya).

(b) If. Since 1T (x — ) = 0, we may put a = (x — ) into the right side and cancel.
Only if. By Schwartz, (a®(x —0))? < (aTa)((x — 0)T (x — 0)) etc.

(c) If. Since 17X ~1(x — 0) = 0, we may put a= X~ (x = 6) into the right side and cancel.
Only if. By Schwartz, (a®(x —0))? < (a’Y¥a)((x — )T X 1(x — 0)) etc.

5.10.2. The confidence ellipsoid (5.133) is
()Y (X=X —p)* < (I =16 Fu 1) 151410/}
i=1
Since Y,(X;. — X.. — p1;) = 0, Exercise 1(b) states this is equivalent to the multiple comparison
I

ai(Xi = X = ))* < O a))I = D)6 Fu—1y 1s-1-s41:0/7

i=1 i=1

-g“'

for all vectors a for which ), a; = 0. But since >, a;X.. = 0, this reduces to (5.143).
5.10.3. (a) The UMP invariant confidence set of confidence coefficient 1 — «, given by (5.132), reduces

{9 ZZ <IO’2F[N [(y}

where N =", n;,and 62 = (1/(N—1)) > >(X;;—X;.)®. The summation over j in the confidence ellipsoid
may be replaced by n;, and the expression has the form of Exercise 1(a) with X! being the diagonal matrix
with nq,...,n; down the diagonal. This exercise states that the confidence ellipsoid is equivalent to the
multiple comparison

to

(Z ai()_(i. — 90)2 S (Z a%/ni)I&QFLN_I;a
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for all vectors a.
(b) The confidence ellipsoids reduce to

W an‘()_(zr —X. —mw)? <(I=1)6%Fr1 N 1.a}-
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Here >, (X;.—X..—p;) = 0, so that we may apply Exercise 1(c) to obtain the multiple comparison statement
(Zaz‘)_(i~—zaiui) ZGQ/W I-1)6*Fi_1 N1
i i

for all a such that ), a; =0.
5.10.4. (a) The multiple comparison given by (5.140) is

(Z a; X;. — Zaiei) Za — 1)6°Fr1,15-1:0/J = Za3)5F3720;a
i i i



for all a such that ) ,a;, = 0. When o = .10 and ), a? = 2, the square root of the right side reduces to
Vv23.8=4.88---. Only X;. — X3. and X;. — X,. are further apart than this. So the ordering is

01 < B < 03 < 64

(b) When a = .01, the square root of the right side is v/49.4 = 7.03, so this time all confidence intervals
for the differences, 6; — 60, contain the origin.

(c) To compute the F-test, we first compute X.. = (0+4+5+7)/4 =4 and then > > (X; — X..)?
6[4% + 0% + 12 4 32] = 156. The F-statistic is ' = (156/3)/10 = 5.2. This is greater than Fj 20,01 = 4.
so Hy is rejected.

(d) Tt may be seen that the worst case occurs when the a; are proportional to the X;. — X.., namely
a1 = —4, ag =0, a3 = 1 and a4 = 3. For this linear combination, we get the confidence region (364 +
03 — 46, — 26)> < (3" a?)5Fr—1.1J-1.« = (26)24.2 = 629.2. This leads to the confidence interval .9 <
304 + 605 — 460, < 51.1.

5.10.5. (a) The sum of squares to be minimized is S(3) = >(X; — 8o — f12: — B22i)?. The formulas are
somewhat simpler if we take Y, 22 = n instead of >, 22 = 1. Let my = (1/n) ", 2z} and assume my > 1.
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Setting the three partial derivatives equal to zero, we have Bo + Bg =X, Bl = 8z, and BO + m4BAQ = Sp.2.
Solving simultaneously, we find

B =502, Bo= (5022 — X)/(ma—1), and fo=X—fs.

(b) With £, and (3 fixed, the least squares estimate of [y is Bo = X — 3. Hence the numerator sum
of squares for the F' is

> (Bo+ Brzi + Bz} — éo — Brzi — B22})°

=Y (B = B1)zi+ (B2 — Bo) (2} — 1))

=n(f — B1)” + n(ma — 1) (B2 — £2)2
The confidence ellipsoid for (81, 32) then becomes

(Br — 1) + (ma — 1) (B2 — £2)2 < (2/1)5 Fan—35a
where 62 = S(8)/(n — 3).
(¢) The multiple comparison statements become
2

(a181 + agf2 — (alﬁl + GQBQ))Q < (a? + m4a2_ 1)(2/71)&2F2,n—3;a

for all (a1, az).

5.10.6. The F'-test statement is
P{Z Z()_(i. — X =)+ ZZ)_(.]- ~X.—n))?*<ct*t=1-aq,
where ¢ = (I4+J—=2)Fry -2 (1-1)(J—1);a and 62 = m S (Xij—Xi. —X.j+X..)%. By the argument

given for the final example in the text, this probability statement is equivalent to the statement that the
probability is 1 — « that

(S Xt ST, - Yo Yo <o a4 L 300)

for all a € Ey and all b € E; such that Y a; =0 and > b; = 0.



